
1 c 

Itzik Gilboa 

How Flash is  Changing our Lives 

Sr. Dir  WW Operations, SanDisk 

November 12th, 2013 



2 

Forward-Looking Statements 

During our meeting today we may make forward-looking statements.   

Any statement that refers to expectations, projections or other characterizations of future events or circumstances 

is a forward-looking statement, including those relating to market position, market growth, product sales, industry 

trends, supply chain, future memory technology, production capacity, production costs, technology transitions and 

future products.  This presentation contains information from third parties, which reflect their projections as of the 

date of issuance. 

Actual results may differ materially from those expressed in these forward-looking statements due to factors 

detailed under the caption “Risk Factors” and elsewhere in the documents we file from time to time with the SEC, 

including our annual and quarterly reports. 

We undertake no obligation to update these forward-looking statements, which speak only as of the date hereof. 
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Agenda 

 History of flash memory 

 Where are we now 

 What’s next 

 Scaling challenges 
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Hammurabi’s 
Code 
  

Early Tablets 

Eli Harari, ISSCC Plenary Session 2012 

Circa 1770 BC 
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Early Proliferation of media storage 

Johannes 
Gutenberg 
  

Circa 1450 
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Enabling Microprocessor Revolution 
Microcode store 

UV chip erase 

EPROM (Intel ~1970)  

Eli Harari, ISSCC Plenary Session 2012 
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Bell Labs 
 
Floating Gate memory 

Hughes 
 
Floating Gate EEPROM using FN tunneling 

Intel 
 
16Kb EEPROM 

Toshiba  
 
Flash EEPROM 

Intel 
 
Flash Card Concept with ECC and on card 
controller 
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SanDisk  
 
System Flash Architecture 
1st MLC patents 

Toshiba  
 
4Mb NAND Flash 

SanDisk  
 
Compact Flash Card 
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SanDisk  and Toshiba 
 
1Gb MLC NAND 

Apple 
 
1st  NAND Flash based products 

Fusion IO 
640GB MLC NAND PCIe drive 
 
Toshiba 
MLC SATA SSD 
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Putting it all together 

 

 Thin Si Oxide and using FN mechanism to W/E cell 

 

 NAND gate architecture which is cost effective and scalable 

 

 Multi bit per cell technology 

 

 Sophisticated memory management algorithms  

 

 

 



11 

Flash Memory’s History of Disruption 

Digital Music USB Flash Drives Mobile Phones SSDs: Notebooks, Tablets 
& Data Centers 

Digital Imaging 
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more than 

40,000,000 
pictures  

EVERY DAY 
Source: Instagram™ Press Center 
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3 
2007 

5 
2009 

8 
2011 2013 

Camera resolutions in  high end smartphones  
Source: IDC, Worldwide Mobile Phone Camera 2012-2016 Forecast, doc # 234534 May 2012 

Smartphone MegaPixels Grew 4X! 
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Source: SanDisk estimates 

MEGAPIXELS IN 2016 
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1MB 
3 MP 

7MB 
20 MP 
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What’s Happening In 

Video? 
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DVD 4.7GB for 2 Hour Movie 

Source: SanDisk estimates  
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1080p HDTV 25GB for 2 Hour Movie 

DVD 

Source: SanDisk estimates  
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4K Ultra HD 100GB for 2 Hour Movie 

1080p HDTV 

DVD 

Source: SanDisk estimates  



DVD DVD DVD DVD DVD DVD 

DVD 

DVD 

DVD 

DVD DVD DVD DVD DVD 

DVD DVD DVD DVD DVD 

DVD DVD DVD DVD DVD 

DVD 

DVD 

DVD 

DVD 

DVD DVD DVD DVD DVD DVD DVD 

22x 
MORE STORAGE 

FOR 4K UHD 
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Security 

Proximity – Wifi MiracastTM 

Fast Connectivity 

HUB 

Mobile Devices Becoming Media Hubs 
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Connected Home $2.1B in 2016 

Smart TVs CONNECTED STBs DVRs 

Media Applications Time Shifting Flash Usage 

Source: SanDisk estimates 
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Increasing Product Requirements 

Faster Web 
Browsing 

Smoother 
Multi-tasking 

Longer 
Battery Life, 

Power 
Savings 

Higher 
Resolution 

Video  
Sharing, 

Connectivity 

Computational 
Photography 

Faster 
Application 
Execution 
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Four Unique Opportunities Emerging for Personal 
Computing Devices 

Superior performance for 
business/gaming 

Thinnest form factor Improved user experience 
at low cost 

SSD for Performance SSD for Ultrathin SSD for Caching  

More storage with a  
built-in flash cache 

Flash for Hybrid Drives 

Penetration rate* of NAND Flash in all personal computers  

grows from 8% in 2012 to 52% in 2016 

*SanDisk estimates 
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Enterprise SSDs 

Enterprise 
SSDs 

Server  
Memory 

Cold 
Storage 

Storage 
Infrastructure 

Client 
SSDs 
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Focusing on the Needs of the Modern Data Center 

 Instant access 

 Reduced support costs 

 Lower power and cooling 

 Memory speed performance 

 Reduced rack and floor space 

 Fewer servers and storage arrays 
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Forces Driving the Transformation 

 Virtualization 
– Fundamental challenges for shared storage infrastructure 

– Server-tier agility demands storage-tier capability 

 Scale-out, In-Memory Computing 
– Requires large-scale memory pools 

 Cloud – Public & Private 
– Storage capacity available for subscription: TB/month 

– Storage policy can evolve faster than previous in-house tech 

 New math: $/GB replaced by $/IOPS 
– (Nearly) infinite capacity is taken as given 

– Key challenge is delivery of large volumes of data 
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Hard Disk Drive Storage Challenge 

HDDs throttle the performance of processor and memory 

*Source: “Forecast: Hard-Disk Drives, Worldwide,” 2010-2017, 1Q13 Update, SanDisk estimates 

HDDs are challenged to scale economically for long-term storage 

Power / Cost Maintenance  Predictability 

>2 Gigawatts to power hard drives in 2016* 100s of drive failures per minute worldwide by 2016* 

http://www.google.com/url?sa=i&rct=j&q=&esrc=s&frm=1&source=images&cd=&cad=rja&docid=rkpmEyNY1VE_UM&tbnid=lroM5DCsFF-_rM:&ved=0CAUQjRw&url=http://www.huffingtonpost.com/dennis-markatos/another-source-of-non-ope_b_168658.html&ei=61JvUvH8BMiviAKfg4GYCQ&bvm=bv.55123115,d.cGE&psig=AFQjCNGOlmerTZVimaVzSkZkIHE-my3jnA&ust=1383113785861451
http://www.google.com/url?sa=i&rct=j&q=&esrc=s&frm=1&source=images&cd=&cad=rja&docid=-oeLBpnFNV7cGM&tbnid=Sf8_llfDGZY5PM:&ved=0CAUQjRw&url=http://perkinsrealtygroup.wordpress.com/&ei=HVNvUrWLKqjDiwKE9YD4CA&bvm=bv.55123115,d.cGE&psig=AFQjCNFE-p4hg7ghpCm7dKaSZ0WVh8WiWw&ust=1383113865536443
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Legacy Storage 

Driving the Next Wave of All Flash Adoption  

TIER 3 

TIER 0 

TIER 1 

TIER 2 

Short stroked 
drives 

Data 
Warehouse 

Web 
Server 

Logging 

Analytics 

OLTP 

In-Memory 
Compute 

Image 
Retrieval 

Exchange 
Server 

Indexing 
 

VDI/  
Virtual 
Server 

VOD/ 
Media 

Streaming 

Content 
Repository 

Caching 
 

Web 
 Search 

30 

Leading Edge Storage 
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Flash Is Configurable for Every Workload in the Data Center 

Memory-Class 
(Flash on DIMM) 

High Performance 
(Flash on DIMM  
or PCIe) 

High Capacity 
(SAS or SATA SSDs) 

Commodity 
(Commodity Appliance) 

TCO 

$/Response  
Time 

Response   
Time + TCO 

$/Transaction 

Flash  
Type 

Key Financial 
Metric 

Ultra Low Latency 

Latency/IOPS 

Mixed Use/ Read-
Intensive Storage 

High Capacity/ 
Low Power with  
Low Latency 

Key Operational 
Metric 

Indexes/Caching/ 
In-Memory Compute 

Database Logs/ 
Transactions 

Content Repository 
(Image Retrieval, VOD) 

Nearline Backups/ 
Cool to Cold Archival 
Storage 

Typical 
Workload Tier  

Primary & 
Compute  
Storage 

Tier 0 

Tier 1 

Tier 2 

Nearline/ 
Archival 
Storage 

Tier 3 
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Enterprise SSDs to Outpace HDD Density & Performance 

1.6/2.0TB 

3.2/4.0TB 

6.4/8.0TB 

1.2TB 

0.9TB 

1.6TB 

2013 2014 2015 

 $ per IOPS and latency 

 Managed services and QoS 

 $ per rack density 

 $ per WATT 

 Power utilization efficiency  

 Competitive $ per GB to HDD 

Market driver–“All flash arrays” 



Existing and New Opportunities 

Enterprise (4) 

SSDs 

Client (4) 

 SSDs Existing Uses 

of Flash Memory 
Server (2)  

Memory 

Cold (3) 

Storage 

Storage (1) 

Infrastructure Pools of IT Spend 

that Flash Memory 

can Optimize 

$7.4B 

TAM $7.8B TAM 
$30B IT Spend 

$2B IT Spend 

$12B IT Spend 

Flash Memory Disrupts $44B Spend – Upside to Current TAM 

Sources:  (1) “Forecast: External Controller-Based Disk Storage, Worldwide, All Countries,” 2011-2017, 1Q13 Update, Gartner, March 2013, (2)“Semiconductor Forecast Database, Worldwide, 1Q13 

Update,” Gartner, March 2013, (3) “Forecast: Hard-Disk Drives, Worldwide, “ 2010-2017, 1Q13 Update, (4) SanDisk estimates 
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NAND Scalability 
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NAND Scaling Considerations 

 LITHOGRAPHY 
 Careful scaling required to extend mainstream Lithography 

and keep manufacturing costs low 

 PHYSICAL LIMIT 
 Process innovations required to keep cell to cell interaction 

in check without changing proven cell structure 

 ELECTRICAL LIMIT 
 Process innovations required to slow down reduction in # 

electrons in the cell and maintain reliability 

 BOTTOM LINE: BIGGER CHANGES 
 Each NAND generation requiring significant cell changes to 

ensure good reliability and manufacturability 

 Solving above issues through innovations while keeping the 
cost low 

 Change cell structure as needed 

1 

2 

3 

CELL X, nm 

C
EL

L 
Y

, n
m

 

Expensive 

Immersion Limit 

Cheaper 

Im
m

er
si

on
 L

im
it 

1 

2 

43nm 32nm 24nm 19nm 1Ynm
Technology Node  

43nm 32nm 24nm 19nm 1Ynm
Technology Node  

3 

REDUCTION IN # ELECTRONS WITH SCALING 

SanDisk Analysts Day, Feb 16, 2012 

FG 

CG 

Si 

STI 

X X 
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Positioning/Prospects of Memories 

Write/Program Cycle Time (s)  

C
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y 
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      1G 
 
 
          

100M 
     
 
     

10M  
 
   
       

1M 

 SRAM 

   DRAM 

  MRAM 

   PCM       NOR 

  FG-NAND 

3D NAND 

    

Code Storage 

   HDD 

Working Memory 

S
T
T 

ReRAM 

Data Storage 

    ReRAM and 3D NAND 
are promising post-2D 
NAND candidates 

 
 

 
 
 

RS    36    3/6/2012      SanDisk 
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Beyond 2D NAND 

 2D-NAND Technology will continue to coexist with 3D technologies for  
the rest of the decade 

– Evaluating scaling below 1x nm node 

– Continued innovations in device physics, manufacturing, design, test, and system level solutions 

 3D-NAND 
– Capacity and die size primarily a function of number of layers and cell architecture, not lithography 

– Process challenges move from lithography to complex deposition/etch/device-formation 

– New 3D failure modes will require system solutions to meet product requirements  

 Future non-volatile solutions for the future – Resistive RAM 
– Continued cost reduction and higher capacities beyond 3D-NAND 

– Device ultimately scalable to single digit nm (given EUV lithography is viable)  

– Understanding of new materials, physical mechanisms and devices 
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Extend NAND Scaling as Long as Possible 

2000 2002 2004 2006 2008 2010 2012 2014 

NAND Historical 

NAND Projection 

Log Scale 
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 We see NAND scaling through 1x nm 

 3D-NAND will provide meaningful cost reduction versus 2D NAND 

 3-D ReRAM research ongoing. Potential scaling to  

sub-10nm. Successor to NAND into the next decade 

 2D-NAND and 3D technologies will coexist this decade 

 

Key Technology Takeaways 
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Growth from Average 
14GB per Device in 2014 
to 29GB by 2016 

Content Mobility Connectivity Demand for Flash 

More Powerful 
Mobile Devices 

More Responsive 
Data Centers 

8ZB of Content 
In 2015* 

* IDC “THE DIGITAL UNIVERSE IN 2020: Big Data, Bigger Digital Shadows, and Biggest Growth in the Far East”, Dec., ‘12.  
 Based upon SanDisk projections of capacity growth in SanDisk’s markets.  Excludes SanDisk’s capacity estimates for SSD overprovisioning. 

What’s Next 
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