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+ Non-volatile
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Low free electron density
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High resistivity

High free electron density
Low activation energy
Low resistivity

+ Low voltage
+ ~ 108 - 1012 write/erase cycles
+ Integrate-able w/ CMOS logic
+ Bit alterable (no block erase)



PCM ProgrammingPCM Programming
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Reset Amorphous Phasep

K. Kim and S.J. Ahn, Samsung 
Electronics Proc. IEEE 43rd 
IRPS157 (2005).

J. Sarkara, Flash Memory Group, 
Intel Corporation APPLIED p
PHYSICS LETTERS 91, 233506 
2007 (now Numonyx)
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Data Retention
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“Impact of Crystallization Statistics on Data Retention for Phase Change Memories”   A. Redaelli, 
et.al. Dipartimento di Elettronica e Informazione, Politecnico di Milano, and ST 2005 IEDM



Data Retention:  Is the stochastic nature of   
percolation an issue for Mbit arrays?
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“Impact of crystallization statistics on data retention for phase change memories”   A. Redaelli, et.al.
Politecnico di Milano, and ST 2005 IEDM



Cycling Endurance

Intrinsic cycle life > 1013 write/erase cycles,  Demonstrated Mbit Array cycling > 108
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Programming Pulse Width:  50 nsec

Programming Current: 1 and 1.7 mA
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Y.J. Song, et. al 2006 Symp. on VLSI Technology 
Digest of Papers.



Cycling Endurancey g

“On the Dynamic Resistance and Reliability of 
Phase Change Memory”
B. Rajendran, et. al. IBM Macronix PCRAM 

Energy Dispersive X-ray analysis of the active volume of
memory cells indicates that Sb atoms begin to agglomerate near
the BEC/GST interface with cycling (Fig. 12), resulting in a
d lik t lli i t th i t f Thi ff ti l

9

Joint Project

2008 Symposium on VLSI Technology Digest of 
Technical Papers p96

dome-like metallic region at the interface. This effectively
increases the area of contact between the BEC and GST (as if
the BEC were ‘protruding’ into the GST), explaining the steady
decrease in SET resistance with cycling



Cycling Endurancey g
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Cycling Endurancey g

Significantly longer cycle life (>1010 seen for 
scaled devices with confined cellscaled devices with confined cell 
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A Unified 7.5nm Dash-Type Confined Cell for High 
Performance PRAM Device D.H. Im, Samsung



MLC Opportunity / challenges in 
Phase Change Memory

Two-bit Cell Operation in Diode-Switch Phase Change 

Phase Change memory has a wide dynamic resistance range thus providing Multi-Level  Cell, 
but has is not without challenges:

Memory Cells with 90nm Technology” Symposium on VLSI 
Techn., 98 (2008)

1.) Accurate Placement: requires Write/read Verify with some iteration
2.) Resistance change with Temperature (Ea) dependent on resistance 

(amount crystalline vs. amorphous) : requires temp tracking 
3 ) “Resistance Drift” Increase in resistance o er time (minimal for lo R
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3.) “Resistance Drift” Increase in resistance over time (minimal for low R 
crystalline GST, increases with programmed R (amount of amorphous material)



MLC challenge: “Resistance Drift”

“Resistance drift”  increase in R over time
(dependent on R, low R crystalline GST – low(dependent on R, low R crystalline GST low 
drift, higher R increased drift).
Significant research effort on modeling and 
understanding

13

“Numerical Implementation of Low Field Resistance
Drift for Phase Change Memory Simulations” ,” Proc. NVSMW-
ICMTD (2008). A. Redaelli, A. Pirovano, A. Locatelli and F. Pellizzer



MLC Opportunity / challenges in 
Phase Change Memory

Samsung MLC operation at the 90 nm 
using “moderate-quench” writing 
technique to place resistancetechnique to place resistance

14

D.H. Kang, et al., “Two-bit Cell Operation in Diode-Switch 
Phase Change Memory Cells with 90 nm Technology,” 
2008 Symposium on VLSI Techn., 98 (2008).
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Reset Current Scales with 
Contact Area

Reset programming current continues to reduce with scaling !!!!     
> One of the key factors why so much activity in PCM!

Contact Area

-> One of the key factors why so much activity in PCM!             
-> Constantly ignored in many technology comparison…

Ireset of only 50 uA demonstrated experime

160 uA

“Scaling Analysis of Phase-Change Memory“A Unified 7 5nm Dash-Type Confined
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Scaling Analysis of Phase Change Memory 
Technology.”, A. Pirovano, A.L. Lacaita, A. 
Benvenuti, F. Pellizzer, S. Hudgens, and R. Bez, 
IEDM Technical Digest 2003.

A Unified 7.5nm Dash Type Confined 
Cell for High Performance PRAM 
Device” D.H. Im, Samsung IEDM 2008



Data Retention vs. Scaling

Data retention is not intrinsically degraded with process 
li F il t 1 PPB t 85C 105 h i lscaling. Failure rate < 1 PPB at 85C, 105 hours in large arrays.

B. Gleixner, et ,
al.,Intel / 
Numonyx Proc. 
Intl. Rel. Phys. 
Symp. 542 
(2007)
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(2007). 



Thermal Disturb Scaling 

Key aspect of scaling OUM cell is to scale contact area of heater to phase 
h i l i h h l d d i l f blchange material with technology node -> reducing volume of programmable 

material with each technology node.
Contact area of heater to phase change material scales with technology node.
Ireset/Iset reduces with scalingIreset/Iset reduces with scaling.
Margin for thermal proximity disturb is approximately constant through 
scaling.

180 nm                            90 nm                 45 nm
From 2002 Symposium on VLSI Technology rump session (presented by C. Dennison)



No Measured Thermal disturb at 90 nm node 
d i i l ti d t h th l

A Pi

and various simulation data shows no thermal 
disturb to 65 or 45 nm technology node 

A. Pirovano, 
“Reliability Study of 
Phase-Change Non-
Volatile Memories”,  ,
(IEEE Transactions on 
Device and Materials 
Reliability Vol4 No3 
S t b 2004September 2004

6/06



Thermal Disturb Scaling 

In a planar PCM cell, eventually thermal proximity disturb will become 
an issue because a minimum (fixed) melt / amorphous region is requiredan issue because a minimum (fixed) melt / amorphous region is required 
to overlap past the bottom electrode to insure both adequate high 
resistance and Vth

Many simulations show good thermal isolation at 45-65 nm, so it is 
believed that at ~ 32 nm an alternative cell will be required 

45 32 nm
overlap overlap

45 nm   32 nm   
Solution: Move to a confined cell structure, dependent on the scaling (isotropic / aggressive)



Thermal Disturb Scaling 

In confined 
cell there iscell there is 
no overlap of 
programmed 
amorphous 
region pastregion past 
the area of 
the bottom 
electrode

–> thus thermal 
disturb scales

D.H. Kim, et. al., ”Simulation-Based Comparison of Cell Design Concepts for Phase-Change 
Random Access Memory,” J. Nanoscience and Nanotechnology, v. 7, 298 (2007).



Material Scaling Limit
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Review of Planar PCM cell

In planar cell the Contact heat loss is 
h d i h l i ffi i ithe dominant thermal inefficiency in 

all cell geometries other than line cell 
and confined cell.  60-72% heat loss 
through bottom electrode (q )through bottom electrode (q4)

In Planer cell ‘fire ball’ / highest 
t t i i dj t ttemperature region is adjacent to 
bottom electrode

6/06

S.M. Sadeghipour, L. Pileggi, and M. Ashegi, “Phase 
Change Random Access Memory Thermal Analysis,” 
Proc. ITHERM06 (2006) 660



Structural Scaling: 
Confined Cell

Confining the GST into the pore, theConfining the GST into the pore, the 
reset current is reduced by ~50%

It also reduces the horizontal spread 
of the heated region furtherof the heated region, further 
facilitating scaling

Integrated with a diode, the cell g ,
structure is highly scalable 

“Fireball moved away from bottom 
electrode => Improved cycleelectrode   Improved cycle 
endurance

Reduced lithography and process 
steps: Cost ReductionJ. Lee et al., “Highly Scalable Phase Change 

24

steps:  Cost ReductionMemory with CVD GeSbTe for Sub 50 nm 
Generation”, 2007 Symp on VLSI Tech, pp 
102.



Structural Scaling: 
Confined Cell

S.L. Cho, et. al.   , Samsung Electronics Co.,2005 
Symposium on VLSI Technology Digest of Technical 
P

D.H. Im, Samsung Electronics , IEDM 
2008 

Iwrite = 160 uA

Papers

“the programming 
time of dash 
confinedconfined
cell much improved 
to 50ns due to 
smaller
amorphous volume

25

amorphous volume 
as shown in Fig. 8”



TEMs of Confined Cell

A Unified 7.5nm Dash-Type 
Confined Cell for High 
Performance PRAM Device
D.H. Im, SamsungD.H. Kang,, “Two-bit Cell Operation in Diode-Switch Phase Change Memory Cells with 
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D.H. Im, Samsung 
Electronics IEDM 200890nm Technology” 2008 Symposium on VLSI Techn., 98 (2008).



GST fill of High Aspect Ratio Hole  Structure 
and Composition Uniformity

      Composition Variation
        (Normalized to 1)
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Conformal MOCVD Deposition of GeSbTe in High Aspect
Ratio Via Structure for Phase Change Memory Applications
Journal: 2009 MRS Spring Meeting
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Advantages of Confined Phase Change Cell

1. Compared to plug cell significantly reduced programming current for given 
lithography nodelithography node
• Smaller cell size for embedded MOS select device

2. Improved scaling:
• Reduced Thermal disturb (greater spacing between melt regions)Reduced Thermal disturb (greater spacing between melt regions)
• Eliminates needed lateral overlap of ‘plug’ bottom electrode – leads to smaller 

cell size

3. Potential improved cycle endurance due to melt programming volume displaced3. Potential improved cycle endurance due to melt programming volume displaced 
from electrode – minimizing electro/thermal chemistry and migration with electrode.  
Also more uniform and reduced peak current density in both electrode and phase 
change layer

4. Reduced lithography and process steps –> enables process flow with only 1-2 added 
litho step (compare to 3 litho steps for plug flow and 3-4 for uTrench)  

5. No need to etch phase change material (no etch sidewall contamination) p g ( )
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Flash eventually runs out of electrons 
leading to degraded performance at 
lower cost MLC scaled solutions

As NAND flash scales it will 
i d d ti t lindeed continues to lower 
the cost per bit, but at a 
price of reduced reliability 
(data retention, cycle 

d ) d lendurance) and large page 
sizes reducing the random 
R/W performance.  

Thi li fThis reverse scaling of 
speed and reliability 
increases the need for a 
high a performance 

l t l tsupplemental memory to 
bridge the gap and between 
the lowest cost MLC NAND 
and system requirements.

31

Lower the cost for NAND -> 
greater the need for PCM 
as NV ‘buffer’ memory



DRAM Scaling:DRAM Scaling:     
Non litho friendly

DRAM Scaling: 
Stacked DRAM storageStacked DRAM storage 
capacitor needs new 
materials deposited to 
i i i hi hin increasing high 
aspect ratio requiring 
ALD for both electrodes 

32

and new dielectrics



DRAM: New structures, new materials, 
more steps: Process Complexity = $$

DRAM hasDRAM has 
no MLC 
capability 
and is 
already 
lagging 
behind 
NAND by at 
least a full
litho node 

33



Process Complexity = $$

As the Process Complexity 
i i hcontinues to increase the 

historical cost reduction rate of 
32% is becoming more and g
more difficult to achieve.

DRAM does not have MLCDRAM does not have MLC 
capability and is already 
lagging behind NAND Flash by 

l f ll li h dat least a full litho node 

34



2007 ITRS Roadmap DRAM vs. PCRAM

As time goes on g
the cost benefit of
PCRAM over DRAM 
is increasing:

2010 cell size comparison2010 cell size comparison

DRAM: 12,200 nm2 

PCRAM:  MLC:  3,200 nm2

SLC: 6 400 nm2SLC:   6,400 nm

¼  - ½ DRAM Cell Size

35

PCRAM  will have significantly lower cost (smaller cell / less complex process) compared to 
DRAM, but can it meet required performance to displace a significant percentage of DRAM?



What is required cycle endurance for PCRAM to 
replace DRAM in typical applications?

PCRAM cycle endurance status and potential will be reviewed later, but to first order PCRAM 
has cycle endurance limitation compared to unlimited (>1015) DRAM cycle lifey p ( ) y

Wear Leveling extends the lifetime by ensuring that even if an application writes to the same 
virtual blocks over and over again, the program cycles will be distributed evenly over the 
entire memory. Required speed and cost overhead must be accounted for as done on all 
Flash applications.

Required Endurance (E) = TL * BW / (WLeff * Msize)

where E is endurance, TL is life expectancy of the system, BW is memory BandWidth, WLeff
is wear-leveling efficiency and Msize is the system memory size.

Assuming a typical server with a ten year life (24 hour, 7 day operation), 1GB/sec. 
BandWidth, 0.1 wear-leveling efficiency and 16GB Memory size, the endurance 
requirement is only 2 x 108

In other ‘mostly read’ DRAM applications including ‘search engine servers’ and mobile 

36

applications less demanding cycle endurance offers opportunity for early adaption.  The 
lower cost along with lower power consumption will drive creative solutions.
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How do you make a small y
fortune in the semiconductor 
memory business?”

38



How do you make a small y
fortune in the semiconductor 
memory business?”

Answer:  

Start with a large fortune!

39



Brutal business environment in 
semiconductor memory segment: chapter 11 
/ consolidation, reduced R&D

40
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NAND :7X lower $ per/bit than DRAM in 2007, 10X lower 3Q2008

DRAM has declined 32% per year, but there are underlying 
technical reasons why the historic DRAM price decline will y p
eventually slow down (once supply/demand come in balance)

Meanwhile, NAND's price per bit continues to decline faster, 
at an average of 50% per year (runaway train!)g p y ( y )

DRAM lagging NAND in litho. No MLC for DRAM, NOR 
MLC at 2 bits/cell, but NAND -> 2 -> 3 -> 4 bits/cell 

NOR

6X 1
Existing 
memory PCM
‘replacement’/ 

10X
7X

2

displacement 
priority  + 
target new 
‘supplemental

3

supplemental 
memory’ to 
better exploit 
NAND 
l i t

42

lowering cost 
at reduced 
performance



Near term: NOR ‘displacement’ with higher 
system level power/speed performance

PCM is first addressing the highest value 
NOR market with 512Mb and 1Gb solutionsNOR market with 512Mb and 1Gb solutions.   
Less incentive of cell phone vendors to 
replace low density NOR with PCM in existing 
products.  Focus on new systems with 
compelling differentiating system levelcompelling differentiating system level 
performance advantages. 
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Numonyx is First to Ship Phase 
Change Memory for Revenue

“Numonyx achieved a significant milestone in December 2008 – both

Change Memory for Revenue 

Numonyx achieved a significant milestone in December 2008 both 
for the company and the industry. In Q4’08, Numonyx began 
commercial shipments of the industry’s first Phase Change Memory 
(PCM) products. The 128 Mb Numonyx PCM device, code-named ( ) p y ,
Alverstone, is a non-volatile memory implemented on 90nm lithography.

More than 20 customers received samples of Alverstone in 2008, and 
many are evaluating Numonyx PCM as the next leading-edge memory 
technology. Numonyx will expand its roadmap for Phase Change 
Memory to include not only the embedded and wireless market 

t b t t d ti li ti ll ”segments, but storage and computing applications as well.”
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Samsung Electronics and 
Numonyx join forces on Phase 
Change Memory

SEOUL and GENEVA, June 23, 2009 – Samsung Electronics Co., Ltd. and Numonyx B.V. today 
d th j i tl d l i k t ifi ti f Ph Ch M (PCM)

Change Memory 

announced they are jointly developing market specifications for Phase Change Memory (PCM) 
products, a next generation memory technology that will help enable makers of feature-rich handsets 
and mobile applications, embedded systems* and high-end computing devices to meet the increasing 
performance and power demands for platforms loaded with content and data. Creating common 
hardware and software compatibility for PCM products should help simplify designs and shorten p y p p p y g
development time, enabling manufacturers to quickly transition to high-performance, low-power PCM 
products from both companies.   ……..

Samsung and Numonyx are developing common specifications – or “pin for pin” hardware and 
software compatibility for mobile embedded and other potential computing applications supportingsoftware compatibility – for mobile, embedded and other potential computing applications supporting 
the JEDEC LPDDR2 Low Power Memory Device Standard. The LPDDR2 standard offers advanced 
power management features, a shared interface for nonvolatile memory (NVM) and volatile memory 
(SDRAM), and a range of densities and speeds. 

Phase change memory has many of the advantages of NAND and NOR flash memory as well as 
other RAM memories – allowing data to be read at RAM speeds while lowering the cost and 
power consumption levels by reducing the large amounts of RAM often used in today’s digital 
applications. 
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Samsung Announces Production Start of 512 Mbit 60-
nm PRAM with 7-10 X faster write than NOR and 20% 
extended battery life for handset!

September 21, 2009:  Samsung Announces Production Start-up of Its Next-generation Nonvolatile Memory — PRAM 
TAIPEI, Taiwan--(BUSINESS WIRE)--Samsung Electronics Co., Ltd., the world leader in advanced semiconductor

extended battery life for handset!

TAIPEI, Taiwan (BUSINESS WIRE) Samsung Electronics Co., Ltd., the world leader in advanced semiconductor 
technology solutions, today announced at the sixth annual Samsung Mobile Solutions Forum held at the Westin Taipei Hotel 
that is has begun producing 512-Megabit (Mb) PRAM memory. A new non-volatile memory technology that features high-
performance and low power consumption, PRAM (phase change random access memory) is expected to usher in the next 
generation of non-volatile memory technology for mobile devices. 

High-density and high-performance are the key technology requirements for smartphones, however these attributes can 
increase power consumption significantly. Because PRAM’s greatly simplified data access logic requires less support from 
DRAM, its power usage is very efficient. By using PRAM, the battery life of a handset can be extended over 20 percent. 
“We believe PRAM will make a highly significant contribution to the efficiency of mobile phone designs, particularly for 
multimedia handsets and smartphones,” said Sei-Jin Kim, vice president, mobile memory planning and enabling group, 
Memory Division Samsung Electronics “We expect it to become one of our core memory products in the future ”Memory Division, Samsung Electronics. We expect it to become one of our core memory products in the future.  
The 512Mb PRAM can erase 64 Kilowords (KWs) in 80 milliseconds (ms), which is over 10 times faster than NOR flash 
memory. In data segments of 5 Megabytes (MBs), PRAM can erase and rewrite data approximately seven times faster 
than NOR flash. 

More scalable than other memory architectures now under research, PRAM combines the speed of RAM for processing y , p p g
functions with the non-volatile characteristics of flash memory for storage.   Samsung’s first PRAM is produced using 60-
nanometer class technology, the same process technology used in NOR flash production today. Finer technology nodes will 
be applied in future generations of PRAM to expedite further commercial adoption.   

Gartner "If Samsung can show such power savings and other benefits in final products...the company will find itself in a 
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commanding position in the memory segment for the entire mobile handset industry.“
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Concept for PCM as “Storage Class Memory and in 
PC for true instant-on PC.   In addition to both speed 
and power performance advantages -> lower cost 
solution once PCM price drops below DRAM

IBM J. Res. & Dev. Vol 2 No. 4/5 July/Sept. 2008
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Many Groups exploring multi-layer cross point memory cell as 
ultimate low cost solution utilizing a Resistive element (such as 
a phase change or RRAM element in series with a thin film 
switching element such as a diode)switching element such as a diode).  

52



Potential Floor Plan with CMOS under 
Cross-Point Thin Film Memory Array 
f fffor improved array efficiency

Stacking 3D memory directly over CMOS allows for high array efficiency -> smaller die size

Each memory layer is repeated for lowest cost: cell size: 4F2 / layers

CMOS node can lag memory node (hybrid scaling) example 65-90 nm CMOS with 45 nm 
generation memory scaling 

53

Cross-point cell for lithography driven scaling



Long Term Potential Lowest Cost Memory: 
Multi-layer Cross Point Cell -> Phase change 
memory is a leading candidate (especially for 
high performance storage class memory)

Device Technology Innovation for Exascale Computing 2009Device Technology Innovation for Exascale Computing , 2009 
Symposium on VLSI Technology Tze-chiang (T.C.) Chen IBM T.J. 
Watson Research Center

Upcoming December 2009 IEDM: Paper 27.1 “A Stackable Cross Point Phase Change Memory”, D.C. Kau, 
et al Intel Corp *Numonyx B V A phase change memory cell is built by coupling PCM with OTS

54

et. al, Intel Corp., Numonyx B.V.  A phase change memory cell is built by coupling PCM with OTS 
(PCMS) and integrated in a true cross point array. Multiple layers of PCMS arrays can be stacked over 
CMOS circuits. This fast, durable, and dense memory for random access and storage applications provides a 
promising, scalable NVM technology. 



Alternative stacked NAND and vertical 
NAND for future lowest cost memory 
compared to multi-layer Xpoint

St k d NAND h lith l h t k d l l th i i i i th t b fitStacked NAND has many litho layers per each stacked level thus minimizing the cost benefit 
of stacking.

Vertical NAND is relatively new with no array statistics and many process challenges.

B th t k d d ti l NAND i th f l ili h l th d i th

55

Both stacked and vertical NAND require the use of a poly silicon channel thus reducing the 
R/W speed performance further negating it use for either XiP or ‘storage class memory’
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Summary y

Today PCM has been demonstrated by multiple suppliers as viable NVM at 128 - 512 Mbit (greater 
than two orders of magnitude higher density than competing non Flash based NVM) with forthcomingthan two orders of magnitude higher density than competing non Flash based NVM) with forthcoming 
products at 65/45 nm to substantially lower cost.  

Clear scaling path with ‘confined cell’ architecture demonstrated.  Ireset scales with geometry!

Near term market opportunities (focus on added performance (speed / power)Near term, market opportunities (focus on added performance (speed / power)

“Fusion / Unified” Memory replacing NOR flash in “XIP” cellular market and reducing DRAM for 
lower power / instant-on / lower cost with low power mobile DRAM reduction -> Multi-billion $
NVM market that doesn’t compete on cost  with the run-away NAND train!!

Medium term: DRAM faces significant scaling and cost challenges at and below the 45 nm node

Initial opportunity to use of PCM for power sensitive DRAM applications including cellular 
DRAM exploiting PCM’s added benefit of non-volatility

Embedded NVM applications
Replace DRAM buffer in SSD’s with PCM large buffer / ‘scratch pad’ memory
Develop PCM market for low power instant-on computing architecture

L t d l i ti 3D lti l l i t hit t lti i l t PCM

57

Longer term: develop innovative 3D multi level cross-point architecture resulting in lower cost PCM 
‘storage class’ memory compared to NAND



Thank you !

Q & A
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